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Only Open Source guarantees digital
sovereignty by interoperability,
transparency and independence from
unlawful claims of third parties and thus
from any unauthorised interference.



Why do I you need a
Trusted Execution
Environment in a Cloud
Environment?







Why do I want Confidential
Computing?





Technology
available

- Intel SGX

- Intel TDX

- AMD SEV/SEV-SNP

- ARM TrustZone

- IBM Secure Execution

- RISC-V TSM







Intel SGX
Software Guard Extensions



Protected private regions of memory: enclaves
Process-based TEE





AMD SEV-SNP
Secure Encrypted Virtualization

Secure Nested Paging

Virtual-Machine-based TEE







TDX
Trust Domain Extension

Virtual-Machine-based TEE



OSS Support



Linux
SGX since 5.11

SEV since 5.13

TDX since 5.19 (first patches, more in 6.x)





Qemu, Libvirt, KVM



Confidential Computing on
OpenStack



AMD SEV



Hardware-based encryption:
Nova features a new
framework supporting
hardware-based encryption
of guest memory to protect
users against attackers or
rogue administrators
snooping on their workloads
when using the libvirt
compute driver. This feature
is useful for multi-tenant
environments and
environments with publicly
accessible hardware.



Impermanent
limitations

no live-migration–
no suspension–
no PCI passthrough–

Permanent
Limitation

15 guests per
hypervisor

–

Guest OS needs to be
SEV-capable

–



SGX



Timeline
Initial Work by Intel and
99cloud based on
OpenStack Train







One Platform -
standardised,
built and
operated by
many.







Tender 01
IaaS
Referenceimplementation

LCM / Day-2 OPS

Automated Testing of IaaS



Back to SGX Everything avail. in Libvirt (8.10.0), Qemu (7.0)
and Kernel (5.13.0)

Work done by Nils and Christian from
OSISM

–

Works in devstack–
Was brought to last vPTG–
Possibly replace qemu cli usage by native
libvirt interface

–



Dalmation nova vPTG



Hurdles





TDX



The one about trust







SGX Vulnerabilities
Name Year Description

Prime+Probe attack 2017 proof-of-concept that can grab RSA keys from SGX enclaves running on the same system within five minutes by using certain CPU

instructions in lieu of a fine-grained timer to exploit cache DRAM side-channels.

Foreshadow (L1TF)

- Spectre-like

2018 Allows attackers to access information in the L1 data cache.

Enclave attack 2019 possible to run malicious code from within the enclave itself. - Debatable

Plundervolt 2018

(updated:

2020)

inject timing specific faults into execution within the enclave, resulting in leakage of information.

LVI (Load Value

Injection)

2020

(updated

2021)

injects data into a program aiming to replace the value loaded from memory which is then used for a short time before the mistake

is spotted and rolled back

SGAxe 2020 speculative execution attack on cache, leaking content of the enclave

ÆPIC leak 2022 allows for an attacker with root/admin privileges to gain access to encryption keys via the APIC by inspecting data transfers from L1

and L2 cache

MicroScope replay

attack

2022 Side-channel attack



The one about digital
sovereignty





Relevance of Confidential
Computing on IaaS-Level?



Confidential Kubernetes https://www.edgeless.systems/products/constellation



Thanks :)
Questions?



https://scs.community/
fkr@osb-alliance.com


